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Abstract—In this letter, we present two closed-form semiblind estimation algorithms in [11] and [12] cannot be applied in
receivers for a two-way amplify-and-forward relaying sysem. scenarios where the assumption of channel reciprocity. fail
The proposed receivers jointly estimate the symbol and charel In this letter, by considering a two-way MIMO relaying
matrices involved in the two-way relaying system by exploibg irel cati t W iblind
tensor structures of the received signals at the relay and wire _ess Com_m_un'ca lon system, we proppse . 0 semi 'r_‘
destination, and without using training sequences, in comast receivers for joint channel and symbol estimation that @voi
to previous works. Differently from competing receivers, me the use of bandwidth-consuming training sequences. Our
of the proposed receivers does not require channel reciprity  transmission scheme makes use of a third-order tensor
between uplink and downlink phases, which can be of interest ghace time coding (TSTC), as introduced in [13], with the
in frequency division duplexing relaying systems. Parametr AE relavi t L We sh that th ved si |
identifiability and computational complexity are analysed and relaying protocol. Vve show tha € received signais
simulation results are provided to corroborate the effectveness follow a block Tucker-2 model at the relay, and a Tucker-2

of the proposed semiblind receivers in scenarios with and whout one at the sources. We address both the scenarios with and

channel reciprocity. without the channel reciprocity assumption, and a tensset
Index Terms—two-way relaying, closed-form semiblind S€miblind receiver is proposed for each one. Thanks to
receiver, tensor space-time code (TSTC), Tucker-2 model. the tensor modeling, our closed-form receivers yield joint

estimates of the channel and symbol matrices. Furtherritore,
contrast to traditional two-way schemes that require ingin
I. INTRODUCTION sequences and a two-step channel estimation, our tensor
approach is unsupervised. Numerical results show that the
E)posed receivers offer remarkable symbol error rate JSER
FS%rformances with or without channel reciprocity.
Notation: Scalars, column vectors, matrices and tensors are
olé)noted by lower-case, boldface lower-case, boldface
per-case, and calligraphic letters, e.ga,a, A, A,

Cooperative wireless communication systems are gaini
attention nowadays due to signal propagation effe
mitigation, leading to increased capacity and coveragd?]]
In such context, the usefulness of tensor decompositions
derive semiblind receivers for multiple input multiple put
(MIMO)_systems has been demonstrated in several wor, spectively. The Kronecker product is denoted by
in the literature (see e.g. [3]-[5] and references therelnP

Recently, tensor-based receivers have been proposed Jhtra identity and all-zeros matrices of dimensigvis<c N are

' i o . ) Shoted ady and Oy, respectively. We use the superscripts
one-way MIMO relaying, considering scenarios with two-hop . # _1 4 for matrix transposition, complex conjugation
[6]-1{9] or muiti-hop relaying [10]. In [6], training sequea H’er}niéian7 transposition inversion, and Moore-Penroée
based channel estimation using parallel factor analysis j ' !

. S pgeudo inversion, respectively. A Tucker decomposition of
addrbeslsed,t_whl[l_e [7]’|[8] g;opose_tsr]em;bllnd Jct)_mt cthartm_ﬂ_aa Nth-order tensorX € Ch>*xIn js defined in terms
symbol estimation algorithms without resorting to tragin " " - products ast = G x; AD xy -+ xy AN,
sequences by exploiting different space-time coding (ST Rix--xR (n) I xR o

X th G € C't v and A" € Cin*f*np =1,--- N.
structures. However, the literature on tensor-based twy)-wA

MIMO relaying systems is scarce. In [11], authors propose flat n-modeunfolding OfT the tensort” is given by

a supervised tensor-based channel estimation algorithm f,@n = AMG, [ ® AM™ € ClnxTilz Ty 1lngiIy
a two-way amplify-and-forward (AF) relaying system. The ma#n
authors assume channel reciprocity between uplink abefining G = blockdiagGi,---,Gk), then

downlink phases for self-interference cancellation. 12][1 X = Zszl Gr X1 Ag) Xo o XN A,(CN) follows a Nth-order
the problem of channel estimation for a MIMO multi-relayblock-Tucker decomposition.

system using a tensor approach is considered. However, both

works deal with supervised channel estimation schemesgevhe Il. SYSTEM MODEL

the user terminals need to send training sequences, WhiCT/\/e consider a two-way MIMO relaying system composed
decreases the spectrum efficiency. In addition, the chanB? two sources and one relay, as illustrated by means of

. ; . - Figure 1, where the number of antennas at the souircgs
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Fig. 1. Two-way model with a pair of sourcésand j.
equation

their signals to the relay. In the downlink phase, the relay
retransmits the received signals to the sources followimg a
AF relaying protocol. Due to the symmetry of the problem, _ .
we will present the analysis just for sourtethe solution for 4 Céj) (s(j) ® H(Sjr)) + Npxnn, -
sourcej being similar.

The matrix H(*") ¢ CM-xM: representing the channel
between the source and the relay is assumed flat-fadin
and quasi-static during the total transmission time. Th&ima
H(s:) ¢ CMsxM- represents the channel in the opposite 1) Two-way relaying with reciprocity: During the downlink
direction. When channel reciprocity is assumed, we haphase, the relay reencodes the received signals given {2)Eq.
H(s)T HG"), We assume thaI(i") and H("s?) using the code tens@ € CM-*M:xJ and sends the coded
have complex Gaussian entries with zero-mean and variasignals to the sources in a broadcast fashion.

chosen to make the received symbol energy to noise spectrafne signals received at the souiderm a third-order tensor
density ratio {5/ No) independent on the number of transmikatisfying a Tucker-2 model

antennas. 5}(1-) _ g><1XPNxM XQH(rsi)T+V(i) c CPNxMrxJ ©)
Define the symbol matrix transmitted by sour¢eas . y : L (re)T (sir)
S e CN*R containingN' data symbols inR data-streams. ASSUMing the channel reciprocity, i. &% = H'*"), a

The sources and relay encode the signals to be transmitid 3-mode unfolding o, is given b;f

with tensor space-time code (TSTC)?) € CF*M:xP and () — G4 (XPN u ®H(sn)) v (4

G € CM-xM:xJ  regpectively. The parametefs and J are JXPJYMT_ _ ) - JXPNMT_ o
time spreading lengths of the codes at sources and relaylor simplicity of presentation and due to space limitation,
respectively. we consider a noiseless formulation from now on. Exploiting

With channel reciprocity, we set the flat 3-mode unfolding§® column orthonormality of the code tensor unfoldi@g,
Céz) € CP*RM: and G4 € C/*M-M: of the code tensors the least square (LS) estimate of the Kronecker product can
¢ and g, as discrete Fourier transform (DFT) matriced?® Calculated as
When the channel reciprocity is not assumétﬁ;), ng) are Zg\i} M.xPNM. = GfY(Ji)XPNM =} (XPNXI\L ® H(w))
chosen as two blocks extracted fromFf x 2RM, DFT o " " (5)
matrix andGs as a DFT matrix of dimensiow x M,M,, OnceZ® estimated, the faCtOféXpNxMT,H(S”)) of the
such that,CY""CY) = 0gar,, CY"CY) = Inu., and Kronecker product can be obtained by applying the rank-one
G4 Gz = In,u,. Such an orthogonal design of the codgpproximation algorithm described in [5], the so-called
tensors unfoldings allows to derive closed-form semiblindronecker product least-square (KPLS) algorithm. Refdema
receivers. the estimateX py s, as a flat 3-mode unfoldin& py yar. ,

deduced from Eq. (2) as

L , . T , .
Xg)xNMT ) Cél) (S(Z) ® H(Sir)) + Cgﬂ) (S(J) ® H(SjT))
Let X = & _1— N be the nOiS,y tensor.of signals rece_ived at self-interference of source desired signal for source
the relay andy® = Y + V(@ the noisy tensor of signals (6)
received at the source from the relay. The entries of theThis equation gives an estimate, at soufc®f the signals
noise tensorsV’ and V() are zero-mean circularly symmetricreceived at the relay. It is composed of two parts, one
complex-valued Gaussian random variables. During theaplicontaining the signals sent by sourgeand to be estimated
transmission phase, the signals received from the souare by sourcei, while the other represents a self-interference for
j at the relay form a tensot’ € C>*¥*” which follows a sourcei. The same approach is used to estimate at the source

block Tucker-2 decomposition given by j the signals received at the relay, ifég)xNMT.

X =Cx 8W s HOM 409 5 W s, HWW 4+ N. (1) The symbol matrixS®) and the code tensag(® being
This decomposition is illustrated in Figure. 2, disregagiihe known at the sourcei, we can use the estimates of
noise. The flat 3-mode unfolding of satisfies the following Xpy 1, andHE:") obtained from Eq. (5), to eliminate the

s . _ T
Xpxnn, = CY (S(l) ® H(Sir)) )

We now consider two approaches. The first one assumes
hannel reciprocity between the uplink and downlink phases
hile for the second one this assumption is disregarded.

T
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TABLE | Note that the sourceé estimates also the uplink channel of

CLOSED-FORM SEMIBLIND RECEIVERS the sourcej. The same approach is used at the soyrde
estimateS(?.
Inputs: X, Y@, ¢, ¢() andg. The two-way MIMO system transmit8 N R information
(A) With reciprocity symbols during the uplink and downlink phases, of respectiv
(1.1) Compute the LS estimate @& = (Xpnyar, ® H(sm)T duration NP and N P.J. Then, the transmission rate is given
using (5). by #}L) log, 11, wherey is the alphabet cardinality.

(1.2) Use the KPLS algorithm to estimakp y x s, and H(i™),
(1.3) Remove the scaling ambiguities Kip a7, and H(5i7).

(1.4) Eliminate the self-interference of the souscesing (7). IV. IDENTIFIABILITY AND COMPLEXITY

(15) Compute the LS estimate 81) = (S&) @ H(*"))" using  For the sourcei, the system parameter identifiability is
9. ) ) v ) linked to the uniqueness of the LS estimates of the Kronecker

(1.6) Use the KPLS algorithm to estima®é/) and H(*57). ducts Z(® dV® ie. the full col K t

(1.7) Remove the scaling ambiguities $f/) and HGi™, and project proaucts ) an (’.) €. e(i)u column rank property
the estimated symbols onto the alphabet. of the matricesG;, C;’ (and C;” for sourcej), to ensure

(B) Without reciprocity the uniqueness of their left inverse, in Egs. (5), (9) and.(12

(1.1) Compute the LS estimate @") = (Xpnxw, ®H<"SUT)T In the reciprocity case, that implies the necessary catiti

using (11). J > M, M, and P > RM,. When no reciprocity is assumed,

(1.2) Use the KPLS algorithm to estimalep y x a7, and H("si)T',

(1.3) ReformateX py az. and compute the LS estimate 8 — & DFT matrix of dimension#x 2R M, is used to construct the

(sU) © H<Sjr)>T using (12) code tensors unfoldingﬁg) andcg,f), implying the necessary
(1.4) Use the KPLS algorithm to estimaﬁéj) an(jH(Sﬂ‘), con(_jltlonsP_z 2RM, a.nd J 2 JV[T]V[?' (si7) (rss) Qi)
(1.5) Remove the scaling ambiguities $f/) and H(5™), and project Dlsre_gardlng the noise, the matric€H ' _,H ‘ ,S )

the estimated symbols onto the alphabet. are estimated at sourde up to column scaling ambiguities
(permutation ambiguity does not exist due to the knowledge o
the coding tensors). For eliminating these scaling ambegji
self-interference term as we assume that the elemem%fi) ands'”) are known. Then,

@) " o) @ (<) o o)\ L the final estimates of the channels and symbol matrices are
Weinn, = Xpuvm, —Cs (S ®H™ ) (") given by

self-interference cancellation I:I(Sﬂ) — I:I(S”)/\H(syzr)a XPNxM,‘ — XPNxMT)\;I}W)
; . T (7 (4 y(sir r(s;r —
e (Sm ®H<sm) . © SV« SUng, HYYY ) « B ST

_ _ (rsi) ;3.(rsq) _ (4) 7 2(9)
The matrix W) ., contains the information signals"WNe'® Amein = D, /hiy " and As = sy,/577.
received at the relay from the sourgewhich can be exploited The closed-form receivers with and without the reciprocity
assumption, are summarized in Table I.

at the source to estimateS(/). ; o : , ,
Assuming the knowledge of the coding tengtf) at the The dominant complexity is associated with the singular

sourcei, and using the column orthonormality property o¥alue decomposition (SVD) applied to compute the factors
its matrix unfoIdingC(J), the LS estimate of the KroneckerOf th_e Kronecker products, Wh'_Ch are rewrl_tten as rank-one
duct(Sm ® H(sjr))T is then aiven b matrices. Note that, for a matrix of dimensiodsx K, the
pro 9 y . complexity of its SVD computation isD(min(J, K)JK).
ngstMT — ng)HWgDZ)xNMT ) (S(j) ® H(sm) . (9) So, for t_he _proposed semlb!md receivers, _the computdtiona
I _ _ _ complexity is concentrated in the application of the KPLS
onceVyyy, vy, estimated, the matrix pa(S"), H*i"))  algorithm, at both sources, i.e., in steps (1.2) and (1.6) fo

can be obtained by applying the KPLS algorithm. the case with reciprocity, and steps (1.2) and (1.4) for the
2) Two-way relaying without reciprocity: In this case, the case without reciprocity. For both receivers, step (1.2 ha
flat 3-mode unfolding (4) 0§") becomes complexity O(min(PN M,, M, M,)PNM2M,), while step

(3) _ rsT\ " (1.6) (with reciprocity) and (1.4) (without reciprocity)ahe
Yrxpvm, = Gs (XPNXMT wH ) - (10) complexity O(min(N R, M, M,)N RM, M,).

and the LS estimate of the Kronecker product is given by

. . T
Zg\/[)r]WSXPNMT = G?{IY‘(ILPNMT = (XPNXM ® H(””)T) . _ _ V. SIMULATIC?N RESULTS
(12) Simulation results are provided to evaluate the perforraanc
Contrary to the case with reciprocity, the self-interferecan 0f the proposed semiblind receivers, in terms of SER and
not be eliminated anymore by means of Eq. (7). The trick Rormalized mean square error (NMSE) of the estimated

now to exploit the property of the matrix unfolding coc@éi) channels, which are pl_otted asa function of the symbol gnerg
andCéJ), i_e.’C§7)Hc(l) = 0., combined with the column to noise spectral density ratid(/Ny). Each SER and NMSE

R ; . 4
orthonormality Ofcgﬁ, i.e.,CéJ)Hcgj) — Tnu, to deduce, SUTVe represents an average over at l¢asti0* Monte Carlo

from (6), the following estimate of the Kronecker productéuns' Each run corresponds to different realizations of the

whose factors are obtained by applying the KPLS algorithnqhannels, transmitted symb(_)ls and noise. The symbo_ls are
randomly drawn from a unit energy quadrature amplitude

) N7 . T
Vi enar, = CPEXD (1) = (S(J)®H(Sﬂ)) . (12) modulation (QAM) alphabet, chosen as 16-QAM for the



case with reciprocity and 256-QAM for the case without
reciprocity, to insure the same transmission rate for bates
and thus allowing a fair comparison. On the other hand, the
number R of data streams and the spreading lengthare
adjusted to ensure the same transmission rate, equél5to
bits per channel use, for all the configurations compared in ¢
same figure. The remaining design parameters are fixed wit
the following values:N = 10, M, = M, = 2 andJ = 4.
Recall that the code tensors follow a DFT structure defined ir
section Il for their 3-mode unfoldings.

SER

Fig. 3 compares the SER performance of the propose: o T i P4
receivers, with and without the channel reciprocity. As a 10° F | 8 Withowt vecowacity b= 52
reference for comparison, we also show the performance a —E— Without reciprocity P = 80
the Zero-Forcing (ZF) receiver with reciprocity, providithe 07 s 1 15 2 o
symbols estimat&) = W, [ng) (HE @ IP)T} ! EoNO LBl
ng) € CH*M:F peing the 1-mode unfolding of the codeFig. 3. SER performance.
tensorC¥) € CExM:xP As expected, the performance of
the proposed receiver without channel reciprocity is impob
when P is increased, thanks to higher coding gains. Moreover 10 100
we can notice that the same SER is obtained withou o Withous metoron, P= o Withou oo Pr= 8
reciprocity usingP = 80 than with the reciprocity assumption 1031 | 2 Wit e 7 230 9 Wbt e, £ =22
and P = 4. '

Fig. 4 depicts the NMSE for the estimated channels. Note
that the receiver with reciprocity estimates the chankgfs")
and H(*s") at sourcei, whereas the channeH(*) and
H®i") are estimated in the case without reciprocity. From
this figure and as expected, one can remark that the channe
NMSE linearly vary as a function of the SNR. Note also that,
in all cases, the estimation #1(*i") is worse due to an error
propagation, this channel being estimated in the secondXPL
factorization step (see Table 1). Finally, one observed tha ol e .
increasingP yields a better channel estimation performance, RN [jfB] 0% S e [;SB] 0%
which is in agreement with the SER results of Fig. 3.

In Fig. 5, the channels NMSE performance obtained with
the proposed semiblind receivers is compared with thatef thig- 4. NMSE of the estimated channels.
so-called tensor-based channel estimation (TENCE) dlguri
[11] which is a supervised channel estimator, assuming

10°

H®") NMSE Channels
NMSE Channels

Hem)

o

channel reciprocity. For a fair comparison, the number of o p— e — o Witk reciprocity

training symbols transmitted by the sources and the relay ook | o rexen e e rewee

as well as the number of antennas at the sources an ) 109

destination are set to the same value for TENCE and for %02 E

the proposed semiblind receivers. That leads to the foligwi & &

design parameters. With reciprocit}f = 4, P = 4, R = 2, g 10° & 107

J = 4, My, = M, = 2; without reciprocity: N = 2, z =

P=8R=2J=4, M, = M, = 2, and for TENCE: & o I

M, = 8,M, = 4. From Fig. 5, one can conclude that the - "

proposed semiblind receivers outperform TENCE in most of

the cases, while avoiding the use of training sequences an 106 10

the channel reciprocity assumption. ° e Els(;NO[;El’B] v v EIS?NO[;?S] ©oz
VI. CONCLUSION Fig. 5. Comparison with the TENCE receiver of [11].

We have presented two closed-form semiblind receivers
for two-way MIMO AF relaying systems. Two scenarios
with and without the uplink-downlink channel reciprocityinclude the multisource case, Orthogonal Frequency @imisi
have been considered. Simulation results have illustratilliltiplexing (OFDM) relay systems, other relaying prottgeo
the good performance of the proposed receivers in tertilee decode-and-forward (DF) [9], and Minimum Mean Square
of SER and channel estimation. Perspectives of this woEror (MMSE)-based receivers.
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